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Abstract 

The  recent ly  deve loped  m e t h o d  of  s t ructure  fac tor  
r e f inement  by mo lecu l a r  dynamics  with s imula t ed  
annea l i ng  [Bri inger ,  Kur iyan  & Karp lus  (1987). 
Science, 235, 458-460]  is tes ted on the 118 res idue 
p ro te in  m y o h e m e r y t h r i n .  A h ighly  ref ined s t ructure  
for  this p ro te in  at 1 .3 /1 .7  ,~ reso lu t ion  has recent ly  
been  pub l i shed  [Sheriff,  H e n d r i c k s o n  & Smith  (1987). 
J. Mol. Biol. 197, 273-296].  This  is c o m p a r e d  wi th  the 
results  o f  s imu la t ed  annea l i ng  re f inement  (with no  
manua l  in t e rven t ion)  s tar t ing f rom an ear l ier  mode l  

for the protein from a stage in the refinement when 
conventional least-squares methods could not 
improve  the  structure.  S imula ted  annea l i ng  reduces  
the R fac tor  at 2.5 A f rom 39 to 31%,  with un i fo rm  
t empera tu re  factors  and  no  solvent  molecu les  and  
with s imi lar  s te reochemis t ry ;  the c o m p a r a b l e  va lue  
for the m a n u a l l y  ref ined s t ructure  is 27 .9%.  Errors  
in b a c k b o n e  and  s idecha in  pos i t ions  up to abou t  3 
are cor rec ted  by the me thod .  The error  in b a c k b o n e  
pos i t ions  for  rough ly  85% of  the ini t ial  s t ructure  is 
wi th in  this  range,  and  in these regions  the  r.m.s. 
b a c k b o n e  er ror  is r educed  f rom 1.1 to 0.4 A. For  the 
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rest of the structure, including a region which was 
incorrectly built due to a sequence error, the pro- 
cedure does not yield any improvement and manual 
intervention appears to be required. Nevertheless, the 
overall improvement in the structure results in elec- 
tron density maps that are easier to interpret and 
permit identification of the errors in the structure. 
The general utility of the simulated annealing 
methodology in X-ray refinement is discussed. 

1. Introduction 

The great increase in the number of proteins being 
studied by X-ray crystallography makes it necessary 
to develop more rapid methods for refining protein 
structures. The least-squares refinement methodology 
that is currently in use (e.g. Konnert & Hendrickson, 
1980; Jack & Levitt, 1978) is a process that is easily 
trapped in local minima, resulting in a need for 
frequent human intervention. This takes the form of 
manual adjustment of the structure, nowadays using 
a computer graphics system to display the electron 
density superimposed on the structural model (Jones, 
1985). This part of the process is usually the 
rate limiting step in the refinement (Deisenhofer, 
Remington & Steigemann, 1985). 

It has recently been shown that the introduction 
of simulated annealing through molecular dynamics 
(MD) into the X-ray refinement procedure can reduce 
the need for manual intervention (Briinger, Kuriyan 
& Karplus, 1987; Br/inger, Petsko & Karplus, 1989; 
Briinger, 1988a, b; Gros, Fujinaga, Dijsktra, Kalk & 
Hol, 1988). The application of molecular dynamics 
to X-ray refinement problems is a natural extension 
of the use of high-temperature molecular dynamics 
and cooling in searching for stable peptide conforma- 
tions (see, for example, Bruccoleri, 1984; Bruccoleri 
& Karplus, 1989; Brooks, Pastor & Carson, 1987) and 
is closely related to the use of molecular dynamics 
to derive structures from NMR* measurements 
(Kaptein, Zuiderweg, Scheek, Boelens & van 
Gunsteren, 1985; Br/inger, Clore, Gronenborn & 
Karplus, 1986). All three are examples of highly 
non-linear optimization problems. In such cases con- 
ventional least-squares optimization will fail unless 
the starting model is fairly close to optimal. Better 
convergence is achieved if instead of restricting search 

*Abbreviations: NMR, nuclear magnetic resonance; MIR, 
multiple isomorphous replacement; r.m.s., root-mean-square; R2. 0 
and R2.5, crystallographic R values (expressed as percentages) for 
data between 2.0 and 7.0 A and 2.5 and 7.0/~ resolution, respec- 
tively; Ab and A0, r.m.s, deviations of bond lengths and angles 
from their equilibrium values in the CHARMM (Brooks, 
Bruccoleri, Olafson, States, Swaminathan & Karplus, 1983) force 
field; ps, fs: picoseconds and femtoseconds; Fc, Fo, calculated and 
observed structure-factor amplitudes; ac, calculated phases; St, 
82, r.m.s, errors in backbone atoms (N, C, C'~), computed over all 
residues (8~) and only over residues 1-10, 15-32 and 45-114 (82); 
SA refinement, simulated annealing refinement. 

directions to be against the energy gradient, one 
allows the optimization to go uphill as well. This 
process, implemented as a Monte Carlo algorithm, 
has been referred to as simulated annealing 
(Kirkpatrick, Gelatt & Vecchi, 1983); a descrip- 
tion of a simple simulated annealing optimization 
algorithm is given by Press, Flannery, Teukolsky & 
Vetterling (1986). 

Monte Carlo and molecular dynamics simulations 
are both ways of generating conformations of the 
system that are consistent with a Boltzmann distribu- 
tion appropriate to the specified temperature. For 
large biomolecular structures the molecular dynamics 
algorithm is generally more efficient at generating 
equilibrium structures (Northrup & McCammon, 
1980). A molecular dynamics rather than a Monte 
Carlo algorithm was therefore used to implement a 
'simulated annealing' procedure for refining protein 
structures (BriJnger et al., 1987, 1989; Briinger, 1988b) 
and we shall refer to this as 'SA refinement'. The SA 
refinement method has recently been applied to the 
small protein crambin, starting from a structure 
derived from simulated NMR data (BriJnger et al., 
1987, 1989) and to a mutant aspartate amino trans- 
ferase (MAAT), starting from a model built from 
MIR phases (Smith, Ringe, Finlayson & Kirsch, 1986; 
BriJnger, 1988a). In both cases, the superiority of 
the SA refinement over conventional least-squares 
refinement (without manual intervention) was 
demonstrated. However, in the first example (cram- 
bin), the initial structure is generated from simulated 
NMR data and its relevance to starting structures 
obtained by fitting electron density maps is not clear. 
In the second example qMAAT), diffraction data were 
available only to 2.8 A resolution and the manual 
refinement is not yet complete. In this paper we report 
a test of the method using a protein for which an 
initial model built using an experimental MIR map 
is available, and which has been refined to completion 
at high resolution. Our results provide a realistic 
evaluation of the SA method. 

The protein chosen is myohemerythrin, which is 
a monomeric oxygen-binding protein from sipun- 
culan worms with 118 amino acid residues. The deter- 
mination of its structure (Hendrickson, Klippenstein 
& Ward, 1975) revealed the 4-a helical chain fold, 
which has since been observed in a number of other 
proteins. The refinement of a molecular model for 
this protein has recently been completed (Sheriff, 
Hendrickson & Smith, 1987); the final model, refined 
against data to 1.7/1.3/~ resolution with an R value 
of 15.8%, consists of 979 non-hydrogen protein 
atoms, with alternative conformations for seven 
residues. The model for the ordered solvent includes 
three sulfate ions and 157 water molecules. 

The starting model for myohemerythrin was built 
usin~ an electron density map with phases only to 
5-5 A resolution (Hendrickson & Ward, 1975). This 
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polypeptide backbone model was gradually extended 
to high resolution by restrained refinement 
(Hendrickson & Konnert, 1981) and model re- 
building. After five iterations of this process the R 
value stood at 35% at 2.0 A resolution with quite 
poor geometry (r.m.s. deviations of bond lengths from 
ideal values was 0.05 A). Continued efforts failed to 
improve this model appreciably. Although some 
regions, such as the B helix and the dimeric iron 
center, were essentially correct, other regions clearly 
contained large errors. The impasse was broken by 
resorting to experimental phases based on the iron 
anomalous scattering data to 2.8 ,~ spacings. Phase 
ambiguities were resolved by using a model (VIII.K5) 
that had been refined without water but with 
individual temperature factors to an R value of 28% 
at 2-5/~ resolution (Hendrickson, unpublished). The 
revised model that fitted into this new electron density 
map refined readily (Smith & Hendrickson, unpub- 
lished), and this led eventually to the final model that 
has been published recently (Sheriff et al., 1987). 

The intermediate model VIII.KS (i.e. the model 
determined before the new experimental phases were 
obtained) was used to test the SA refinement pro- 
cedure. This structure represents an early point in the 
refinement of myohemerythrin,  when conventional 
least-squares optimization was yielding no improve- 
ment in the structure and the resulting electron density 
maps were noisy enough to make rebuilding rather 
difficult (Hendrickson, unpublished). While the over- 
all chain fold and the placement of the majority of 
residues in this early model are indeed correct, there 
are significant (0.5-1.5 A and greater) errors in back- 
bone and sidechain positions throughout the protein. 
There are also several regions where even larger errors 
( 3 - 4 A  in backbone positions) required extensive 
manual rebuilding before least-squares refinement 
could continue (Smith & Hendrickson, unpublished). 
In addition, one of the inter-helix loops was built 
incorrectly because of an error in the sequence; this 
resulted in several residues being out of register by 
one position along the sequence (see below). The 
improved electron density maps which were obtained 
after model-resolved anomalous phasing actually led 
to the identification of this sequence error. In this 
region, and in a few others, the earlier model has 
some sidechain positions in error by as much as 
8-10 A. We will refer to this intermediate model as 
' INIT '  since it was the starting point for the SA 
refinement. 

We have not used the SA procedure to refine the 
INIT structure to completion. This would require 
manual intervention in order to place the ordered 
solvent molecules, to correct the sequence error, and 
to rebuild regions of especially large positional error 
which are apparently outside the radius of conver- 
gence of the SA method. Knowledge of the final 
structure is likely to prevent manual intervention from 

being completely free of bias. We have therefore 
restricted the present study to running fully auto- 
mated simulated annealing refinements, starting from 
the INIT model and varying only parameters such as 
the resolution of the X-ray data used and the tem- 
perature of the molecular dynamics runs. The result- 
ing structures are compared with the final refined 
structure of myohemerythrin (Sheriff et al., 1987) to 
evaluate the performance of the SA refinement 
method. 

We first describe the simulated annealing method, 
the protocols used to carry out the refinements and 
the model used for the protein. We then discuss the 
results of the various refinements, first comparing the 
R values of the annealed structures with those for 
INIT and the final structure of Sheriff et al. (1987). 
The structural changes brought about by the SA 
refinement are examined next. An important aspect 
of refinement which has not yet been automated is 
the inclusion of ordered solvent atoms in the model. 
The omission of the solvent molecules causes prob- 
lems in the refinement of surface sidechain positions 
and this is discussed in the next section. Finally, the 
improvement in the electron density maps after SA 
refinement is demonstrated. 

2. Methods 

2.1. Least-squares optimization and s imulated 
annealing 

2.1.1. The modified energy function.  The standard 
C H A R M M  (Brooks et al., 1983) empirical energy 
function was modified as described by Br/inger et al. 
(1989) to include the crystallographic residual and 
the crystal packing interactions: 

E = Ech . . . .  + Epack ing  "~- Exray. (1) 

Echarmm is given by the P A R A M 1 9  version of the 
C H A R M M  force field (Brooks et al., 1983). No 
explicit hydrogen-bonding term is included and the 
hydrogen-bonding energy is accounted for by elec- 
trostatic and van der Waals terms (Reiher, 1985). H 
atoms involved in hydrogen bonding are required to 
be present for the energy calculation; these were 
constructed using standard geometry and the initial 
X-ray structure for the non-hydrogen atoms (BriJnger 
& Karplus, 1988). Only these H atoms were included 
in the model and none were used in the structure 
factor computations. The force field was modified 
slightly as described by Br/inger et al. (1989) to pre- 
vent cis- trans  isomerization, inversion at chiral cen- 
ters and buckling of planar groups. In addition, the 
charges on sidechains of Lys, Arg, Asp and Glu were 
set to zero. If this is not done, the lack of solvent in 
the model leads to Coulombic interactions being over- 
emphasized at the surface of the protein, resulting in 
clustering of oppositely charged sidechains. 
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Epacking is the intermolecular electrostatic and van 
der Waals energy term computed using the minimum 
image convention (BiqJnger et al., 1989). This term is 
important when running high-temperature dynamics 
because it prevents surface atoms from moving into 
density occupied by atoms from a neighboring 
molecule in the crystal. 

Exray is given by 

Exray = S  2 w(hkl ) ( IFol -k lFc l )  2 (2) 
hkl  

where k is a scale factor for Fc, w(hkl) is the weight 
on a particular reflection and S is a scale factor 
determining the contribution of the X-ray term rela- 
tive to the internal and packing energies. Unit weights 
were used for all reflections. The scale factor, S, is 
determined by performing a 0.5 ps dynamics run, with 
the potential EcharmmWEpacking alone, starting from 
the (minimized) initial structure (Briinger et al., 1989). 
The resulting structure is used to compute gradients 
due to (Echarmm n t- Epacking ) and Exray. The scale factor 
S is chosen so as to make the gradients of the same 
magnitude. The dynamics step is necessary to ran- 
domize the structure so as to avoid the unrealistically 
low gradients that could result if the structure were 
in a local minimum. The results of the annealing turn 
out to be not very sensitive to changes in the scale 
factor that are on the order of 25%. The scale factor 
is increased slightly during the minimization stages 
of the refinement. The scale factors used for the 
refinements described here are 50000 for the 
dynamics stages (except for one run, B-l, see below) 
and 60 000 for the minimization stages. 

2.1.2. X-ray~energy minimization. In a procedure 
equivalent to least-squares optimization (cf. 
PROLSQ; Hendrickson, 1985), the pseudo-energy 
given by (1) is minimized by a conjugate gradient 
procedure (Jack & Levitt, 1978). Highly vectorized 
fast Fourier transform routines were used for the 
computation of the structure factors (BriJnger, 1989). 
As in the Jack & Levitt (1978) refinement, a linear 
approximation is used for the computation of struc- 
ture factors (Briinger, 1988b). The exact structure 
factors and structure-factor gradients are computed 
at the first step of the calculation and are linearly 
approximated in subsequent steps until at least one 
atom moves by more than a specified distance (re- 
ferred to as the "tolerance");  at this point the structure 
factors and related derivatives are recomputed. Set- 
ting tolerance to zero is equivalent to computing 
structure factors at every step and, although feasible 
for minimizations, would make molecular dynamics 
calculations too time consuming. A tolerance of 
0.25 A was found to be satisfactory for the molecular 
dynamics runs, whereas a tolerance of 0.1 or 0 A was 
used in the minimizations. 

Pseudo-energy minimizations (including Exray ) are 
performed before and after the molecular dynamics 
runs. They are necessary at the beginning to remove 
initial strain in the structure due to bad contacts or 
stereochemistry. If this is not done, local hot spots 
are liable to build up in the structure during the 
high-temperature stage of the calculation and the 
integration algorithm may break down. After the 
molecular dynamics run is finished, pseudo-energy 
minimizations are used to optimize the resulting struc- 
ture and its stereochemistry, which can be sig- 
nificantly distorted due to the high temperature of 
the run. The backbone atoms of the structure shift by 
about 0.3/~ r.m.s, during a typical minimization. 

2.1.3. Simulated annealing refinement protocol. 
Molecular dynamics simulations are performed in the 
normal way (McCammon & Harvey, 1987), except 
that no heating and equilibration preceded the runs; 
although the latter are essential for obtaining an 
equilibrated structure for standard dynamics analysis, 
this is unnecessary for SA refinement. A trajectory is 
initiated by assigning a velocity (obtained from a 
Boltzmann distribution appropriate to the desired 
temperature) to each atom. Newton's equations of 
motion are then integrated using a short step size at 
high temperature (0.25 fs at 3000-9000 K instead of 
1.0 fs at 500 K or lower). A tolerance of 0.25/~ is 
used for the Exray terms during all the dynamics runs. 
The temperature of the system is checked every 25-50 
steps and the velocities are scaled, if necessary, to 
bring the temperature back to the desired value; this 
corresponds to coupling the system to a temperature 
bath with a very short response time. As we show 
later in this paper, relatively short trajectories (2-3 ps) 
are sufficient to achieve most of the attainable 
improvement in the structure. The system is cooled 
after the trajectory has evolved for the desired length 
of time by scaling the velocities down to 300 K and 
letting the trajectory evolve for another 0.5-1 ps at 
this temperature. Finally, all velocities are set to zero 
and the energy of the system is minimized, initially 
with tolerance = 0.1 A, and finally with tolerance = 0. 

Following the standard procedure used in least- 
squares refinement, we experimented with introduc- 
ing the X-ray data in stages, starting with low resol- 
ution and proceeding to higher resolution with time 
along the trajectory. There was found to be no 
apparent advantage to this more complicated pro- 
cedure. 

2.2. Treatment of temperature factors, solvent and 
disorder 

The final model for myohemerythrin (Sheriff, 
Hendrickson & Smith, 1987; from now on referred 
to as the SHS model) includes individual atomic 
temperature factors (B factors), 157 water molecules, 
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three sulfate ions and seven residues with alternative 
conformations. R2. 5 and R2.o are 14.1 and 15.9% 
respectively, using 98.6% of the data to 2.5 A and 
98-1% of the data to 2.0 A (see below). This structure 
was obtained by alternating cycles of manual rebuild- 
ing and least-squares refinement (Sheriff et al., 1987). 
Solvent molecules and alternative conformations are 
not included in the simulated annealing refinements 
described in this paper. Individual B factors are not 
used either; instead, all backbone atoms (N, C, C") 
are assigned a uniform B factor of 20 A2 and all other 
atoms have their B factors set to 24 A2. These values 
are close to the average B factors of the SHS model, 
but the results described here are not sensitive to the 
chosen values. 

Myohemerythrin crystals show a highly anisotropic 
disorder; the magnitude of the apparent displacement 
is much larger perpendicular to the helices than along 
the direction of the helices (Sheriff & Hendrickson, 
1987). This effect can be accounted for by an over- 
all anisotropic temperature factor applied to the 
whole unit cell (or, equivalently, by multiplying the 
observed structure factors by an anisotropic negative 
temperature factor). No such correction was applied 
during two of the simulated annealing runs (A-2 
and A-3, see below). For all the other runs an aniso- 
tropic correction was applied by multiplying Fo by 
exp (hrBh) where h=  (h, k, l) and B is the overall 
temperature factor tensor given by Sheriff & 
Hendrickson (1987). The structural results are not 
sensitive to these corrections, although the R values 
are about 5 to 7 percentage points higher when they 
are not applied. All R values reported in this paper 
include the anisotropic correction to Fo of Sheriff & 
Hendrickson (1987). The R values of the SHS 
structure calculated without solvent, disorder or 
individual B factors are R2.s -- 27.9 and R2.o = 28.8%. 

2.3. Description of  different refinements 

The initial model (INIT) has a sequence error in 
the A-B loop. Residues 34 and 35 had been built as 
Cys-Asp, in accordance with the chemical sequence 
determination (Klippenstein, Cote & Ludlan, 1976); 
later studies (Smith & Hendrickson, unpublished) 
showed that the correct sequence should be Asp-Cys. 
This error in the sequence led to an error in the tracing 
of the backbone chain in this region. The approximate 
location of the cysteine sulfur was known from a 
heavy-atom binding site. The A helix was therefore 
built overwound into a 3~o conformation such that 
residue 34 (wrongly identified as Cys) was placed 
into the position of residue 35. Subsequent residues 
in the A-B loop (35-40) are all displaced by one 
position alon~g the chain, leading to errors on the 
order of 3-4 A in backbone atoms. 

One of our early aims in performing simulated 
annealing on myohemerythrin was to see if the 

refinement would correct the positioning of atoms in 
the A-B loop. Because of this and also because we 
did not want to introduce information unavailable to 
the crystallographer at the time model VIII.K5 was 
determined, the sequence error was retained in all 
the calculations described here. In fact we would not 
expect that use of the correct sequence would greatly 
affect the results obtained. For example, simulated 
annealing trials using the neutral sequence of Ala-Ala 
for these two residues also were trapped in wrong 
minima, mainly due to the strong electron density of 
the sulfur atom (see below). Unlike conventional 
refinement, the high temperature of the SA refinement 
allows substantial displacements in the positions of 
atoms, allowing them to locate density peaks unac- 
counted for in the model. Thus, even with the Ala-Ala 
sequence, the large peak due to the sulfur causes the 
backbone to distort at high temperature, moving car- 
bonyl atoms or other groups into the sulfur density 
(compare with Fig. 8 below). 

2.3.1. The X-ray data set used. Data to only 2.0 
resolution had been used at the stage of the impasse 
in the refinement of myohemerythrin. We have also 
restricted SA refinements to a 2.0 A data set in order 
to be consistent with the earlier work. The data set 
we use has been described by Sheriff et al. (1987) and 
has been deposited by these authors in the protein 
data bank (Bernstein et al., 1977). In all our 
calculations we excluded reflections with observed 
amplitudes less than 10.0; we thus include 4409 of 
the 4472 unique reflections between 7 and 2.5 ,~, and 
8606 of the possible 8776 reflections to 2.0 A resol- 
ution. The X-ray data are on an absolute scale. 

2.3.2. Minimization of  the initial structure. The I N IT 
structure has rather poor stereochemistry ( A b =  
0-053/~, A0 = 10.0 °) compared with the SHS struc- 
ture (Ab = 0.027 ~ and AO = 3.50) * and with the final 
annealed structures (Ab=0-030A,  A0--~5.0°). To 
compare the INIT structure meaningfully with the 
others, the stereochemistry has to be improved. Fur- 
thermore, in order to establish the utility of the 
molecular dynamics procedure, structures obtained 
using it must be compared with structures obtained 
by minimization alone. For these reasons, 200 steps 
of conjugate gradient minimization were performed, 
starting with the INIT structure, with a tolerance of 
0.1 A and a weight (S) of 60 000 for the X-ray term. 
The resulting structure will be referred to as MINIM. 

* The deviations in bond lengths and angles are with reference 
to the CHARMM parameter set (Brooks et al., 1983), which differs 
somewhat from the restraint values used in the refinement program 
PROLSQ used by Sheriff et al. (1987). Ab for the SHS structure 
is 0.017 ,~ with respect to the PROLSQ restraints (Sheriff et al., 
1987). 
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2.3.3. Simulated annealing. An outline of all the 
calculations performed is given in the scheme below. 
Starting from the initial structure, three annealing 
runs were performed using X-ray data to 2.5 A and 
temperatures of 3000 (A-l) ,  6000 (A-2) and 9000 K 
(A-3). Each run was initiated by minimizing the 
energy, performing high-temperature molecular 
dynamics for 2-3 ps ( S = 5 0 0 0 0 ) ,  low-temperature 
molecular dynamics for 1 ps (S = 50 000), and finally 
minimizing the system (S = 60 000 for the final stages 
of the minimization). 

To investigate the effects of (i) including data to 
higher resolution and (ii) continuing the annealing 
procedure further, six too're annealing runs were car- 
ried out. Five of these started with the minimized 
structure from run A-3 (9000 K), and one from the 
minimized structure from A-1. Four of them (B-l, 
B-3, B-4, B-5) incorporated data to 2.0 A, while run 
B-2 used only 2.5 A data. B-1 was carried out at 500, 
B-2, B-3 and B-5 at 4000 and B-4 at 8000 K. The 
lower-temperature run (B-l),  was done with a weight 
of 80 000 on the X-ray term. In run B-5, the A-B loop 
(residues 33-40) was not included in the calculation 
of Exray. Finally, the cooled structure from run B-3 
(2.0 A, 4000 K) was used to inititate another anneal- 
ing run (C-2), at 4000 K, using data to 2.0 A. The 
A-1 structure was used to initiate a 3 ps 3000 K 
dynamics run (2.0 A data, S =  50 000), which was 
cooled using a 2ps  300K run ( S = 5 0 0 0 0 )  and 
minimized (S = 60 000) to obtain the C-1 structure. 

Minimized Initial Structure [ Final Structure (Sheriff et aL, 1987) 
(2.0 A, 200 sups) I Wrong Sequence: Constant B's, no waters: 

2z =39.3 R~.o--42.6 R~=36.0 Rzo--41.7 [ R2~=28"1 R2.0 =29"2 
] Right Sequence: Constant B's, no waters: 

lab=0.029 A0=5.8 Ab--0.053 AO=I0.0 1 R23=27"9 R2°=28"8 
l ~1=1'37 ~z=l'06 81=1.42 ~=1.13 [RightSequence:AtonficB's, waters, disorder, 

R2.5=14.1 R20=15.9 

1 Ab---0.027 A0=-3.5 

........................................................ 4, .................................................................. : 

N 
I I I 

A-1 A-2 I A-3 
I (2.5A, ~O0K) (2.5A, 3000K) (2.5A, 600OK) 

1Lz~=31.0 P~.0=34.6 1~=34.1 Rz0=36.6 ] Rzz=35.7 Rzo=38.6 

Ab=0.030 A0=5.3 Ab--0.027 A0=5.5 [ Ab---0.030 A0=5.6 
| 

81=1.13 82--0.59 81=1.15 82=0.61 [ 81=1"18 82--0.53 

. . . . . . . . . . . . . . . . . . . . . .  ;.................................2................2............................~..................~..[-~ . . . . . . . . . . .  

' - '  I I I 
B-1 B-2 B-3 

(2.0A, 500K) (2.5A, 4000K) (2.0A, 4(X)0K) 
P~.~=33.0 Rzo=36.1 R2~=31.2 Rzo=34-9 R23 =31.9 R2.o =34-7 

Ab=0.030 A0=5.4 Ab=0.028 A0=5.1 Ab--0.029 A0=5.2 
81=1.27 ~z--0.65 81=1.27 52--0.65 81=1.31 82--0.48 

I I 
B ~4 ! B-5 

/ (~OA,4OOOK; 33-4o ~ )  (2.0A, 8000K) 
R2z=35"9 R~°=39"2 / R2z=33"2 P~=35.7 
Ab---0.033 A0=5.7 / Ab---O.030 A0--4.7 
51=1"94 82=1"05 / 51=1"58 82=0.37 

............................................................................................ 4l. ................ ., 

C-I C-2 
(2.0)[. 30(~K) (2.0A, 4000K) 

R2~=30.9 Rzo=33.3 R~=31.5 1Lz.o=33.9 
Ab--0.027 A0=4.6 Ab=0.028 A0=5.0 
6t=1.08 82--'0.49 81=1.28 82--'0.45 

Several calculations were focused on the A-B loop 
region, all of them using the incorrect sequence. These 
included annealing runs where (1) the rest of the 
protein was frozen and only the A-B loop was allowed 
to move; (2) the rest of protein was included in the 
X-ray calculation while the A-B loop was 'free'; and 
(3) annealing runs with one or two peptide bonds 
broken in the A-B loop. None of these calculations 
succeeded in correcting the error in the A-B loop 
and, except with reference to run B-5, we shall not 
discuss them further. 

All the minimizations reported here used data to 
2.0 A in the final steps, and the same scale factor 
(60 000), so as to make the resulting structures strictly 
comparable. The dynamics runs using 2 -0A data 
involved approximately 600 R value computations 
and took about 100 min of Cray-XMP c.p.u, time for 
3 ps of dynamics. 

3.  R e s u l t s  a n d  d i s c u s s i o n  

3.1. R values 

R2.5 for the INIT structure is 7-9% higher than 
that of the SHS structure (see scheme). However, this 
structure has poor stereochemistry, and on refining 
it further to get the MINIM structure with approxi- 
mately the same bond deviations as in the SHS struc- 
ture, the R-value difference increases to 11.2% at 
2.5 ~ resolution. For the example of the C-1 structure, 
simulated annealing reduces R2.5 to 30.9% (versus 
28.1% for SHS, with the wrong sequence) and R2.o 
to 33.3% (versus 29-2% for SHS), a considerable 
improvement over MINIM or INIT. There are, 
however, some interesting differences between the R 
values of the various annealed structures that a r e  
worth examining further. 

For the A series of runs, all starting with the INIT 
structure, the final R values increase with temperature 
(3000K, R2.5=31-0%; 6000K, 34.1%; 9000K, 
35.7%). The A-3 structure was continued further at 
several temperatures to obtain the B series of runs. 
On looking at the B series, we see that the final R 
value is lowest for an intermedfate temperature. 
Lower temperature (500 K) and higher temperature 
(8000 K) yield only modest improvements in R value 
whereas 4000 K (B-2 and B-3) yields the greatest 
improvement (R2.5 drops by 5.0%). However, on 
continuing B-3 further at 4000 K (C-2), no significant 
improvement in R value is seen. Continuation of A-1 
(C-1 at 3000 K) yields the lowest R factor of all the 
structures (R2.5 =30"9%, RE.O = 33"3%). 

The B-4 structure (8000 K) has a higher R value 
than other B structures. As discussed in the next 
section, the structure actually gets significantly worse 
during this refinement run. We have generally 
observed that when the R value during the high- 
temperature stage of the annealing process con- 
sistently stays over 50%, the structure usually 
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degrades to an unrecoverable state (the R value for 
a random structure is - 5 9 % ) .  Fig. 1 shows the time 
evolution of the R value for runs at 4000 K (B-3) and 
at 8000 K (B-4), both run with 2 .0A data. The R 
value for the 4000K run stays under 47% and 
decreases continuously with local fluctuations during 
the high-temperature stage, indicating that the struc- 
ture is improving. For the B-4 run, however, the R 
value rises above 50% and does not show a steady 
decrease with time. Interestingly, the A-3 run was at 
an even higher temperature (9000 K) and the same 
weight on the X-ray term, although at lower resol- 
ution, and it yielded the best structural results 
amongst the A series of runs (scheme). High tem- 
perature can therefore be useful, and these results 
suggest that the annealing process may be improved 
by coupling the temperature control to the R value 
so that a continued increase in R values above 50% 
would result in cooling of the system. 

In all of the annealing runs the wrong sequence 
(Cys 34-Asp 35) was used. This means that if the 
positional errors in the A-B loop are to be corrected, 
the sulfur of Cys 35 has to be in the wrong place (it 
would be in the position occupied by Asp 34 in the 
correct sequence). The effect of moving the sulfur out 
of its correct position is estimated by computing R 
values based on a structure obtained by taking SHS 
and changing the C r atom of Asp 34 into an S atom 
and the S ~' atom of Cys 35 into a C atom. The two 
terminal O atoms of the Asp sidechain are deleted. 
This raises R2.o by 0.5 (see wrong sequence entry in 
scheme), emphasizing that the placement of the 
strongly scattering sulfur is critical. In fact, as will be 
shown below, the cysteine sidechain is very tightly 
held in place by the density, even at high temperature. 

3.2. Structure 

Fig. 2(a) superimposes the C ~ traces of the INIT 
and SHS structures. Most regions of the molecule 
show significant deviations between the two 
structures. Fig. 2(b) compares the C-2 structure and 

(a) 

0.55 8000K 

o50 ~ ~ , v ~  ~ 5 , ~ " ~ ,  

"~ ~ izat ior 

,~' 4000K 
0.4O' 

0.35 

0.30 
0 200 400 600 800 1000 

Number  of R-factor  Updates 

Fig. 1. R-factor history for the B-4 run (8000 K, upper line) and 
the B-3 run (4000 K, lower line). Both runs started with the A-3 
structure and, following an initial minimization, ran at high 
temperature for 2 ps and at 3000 K for 1 ps, followed by another 
minimization. The abscissa shows the number of R-factor 
updates. These updates were done whenever any atom moved 
more than 0.25 ,~ away from its position at the last update. There 
are more updates for the 8000 K run because the greater atomic 
mobility led to more frequent updates. 

(b) 

Fig. 2. C" plots of the structure. In (a) and (b), the thick line 
represents the SHS structure. The thin line is INIT in (a) and 
C-1 in (b). 
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SHS. The two structures are now very close to each 
other; large deviations are seen only in three regions: 
the N-terminal arm, the A-B loop and the C terminus. 

4.0 
The result of the annealing is to position correctly 
the backbone for the four helices and the BC and 
CD loops. The annealing does not appear to reduce .7 3.0 
the errors in the three other regions mentioned .i 
above. "~ "~ 2.0 

The differences in backbone position are quantified = 
in Fig. 3(a),  which compares the errors in the back- 
bone in INIT and A-3, relative to the SHS structure. 10 
Fig. 3(b) shows the improvement in the backbone 
structure on continuing A-3 to yield C-2. For most 001 
of the molecule, the C-2 structure is somewhat 
improved over A-3 and substantially improved over 
INIT. For the regions with large initial error, however, 
extended annealing increases the deviations from the 
SHS structure. In computing deviations between 12 
structures we therefore find it useful to discuss two 

0.8 
types of r.m.s, deviations, 6~ and 8 2. 61 is the r.m.s. .~ 
deviation between backbone atoms over the whole - 0 .4  

molecule, whereas 62 is the r.m.s, deviation excluding ~ ~ 
those regions of large uncorrected error (62 is com- .~- 00- 
puted over residues 1-10, 15-32, 45-114; i.e. 84% of 
the molecule). 61 and 82 for the various structures are e -04 
shown in the scheme. 

" -0.8 The uncorrected backbone errors all lie in regions 
where the initial structure has backbone dihedral -1.2 
angles (q~ and ~p) deviating by more than 100 ° from 
the final values (see Fig. 3c). These large deviations 
in q~ and q~ are due to localized errors in the tracing 
of the backbone, often resulting in sidechains being 
placed in directions diametrically opposite to the 
correct position. For example, the accumulation of 180 
backbone dihedral angle errors at residue 12 (see Fig. 160 
3c) results in the C ~ atom of the Glu sidechain (in 
MINIM)  being placed 11 A away from the correct ] 140 
position. Molecular dynamics is unable to correct ..~= 120 
these kinds of errors because the atoms of the ~ 100 
sidechain would have to pass through other atoms in "~ 8o 
order to get to the final structure. "fi= 60" 

6~ is dominated by the large localized errors; since ] 40 " 
some of these regions get worse on annealing (see 
below), 61 shows only a modest decrease (from 1.4 20. 
to 1.1 ]k) on annealing. The behavior of 8 2 is more 0, 
dramatic. It decreases from 1.13 ]k in INIT to 0.45 
and 0.37 ]k in the best structures (C-2 and B-5). The 
high temperature of the A-3 structure appears to have 
led to the best structure in the A series (62 = 0.53). 
Continued annealing of A-3 leads to a further 
improvement in structure and a significant drop in R 
value "(scheme). The bulk of the rearrangements 
appears to be complete by this stage because further 
annealing (C-2) does not lead to a significant drop 
in 82. The effect of increasing the resolution of the 
data from 2.5 to 2.0/~ is not a very marked one, 
though there is a slight improvement of the structure 
at higher resolution (compare B-2 with B-3, scheme). 

--o- MINIM 
"~ A-3 

II ,I 
IN II 

• n J 

20 40 

lxYTI 
III, ll I 
II[ll I 
IIII n I 
Iil  UI[I 

i i 

60 80 100 120 
R e s i d u e  N u m b e r  

(a) 

"~ A-3/C-2 

n i 

I ~ $I $I ~ ~I '~ 

i IG,- 

VI9 
I i I~lll 

u 

• I • 

20 40 60 80 100 120 

R e s i d u e  Number 

(b) 

~ MINIM 
"+ C-2 

 IIII wl lll 

0 20 40 60 80 100 120 
R e s i d u e  Number 

(c) 

Fig. 3. ( a )  Res idue  average  b a c k b o n e  devia t ions  (C, N, C a).  O p e n  
squares,  M I N I M  v s  SHS. Closed  d i amonds ,  A-3 v s  SHS. (b)  
I m p r o v e m e n t  in b a c k b o n e  s t ructure  in C-2 over  A-3. The  residue-  
averaged  e r ror  in b a c k b o n e  pos i t ion  for  the C-2 s t ructure  is 
subt rac ted  f rom that  for  the A-3 structure.  A posi t ive va lue  
co r re sponds  to an i m p r o v e m e n t  in the structure,  whereas  a 
negat ive value shows that  the errors  increase on going f rom A-3 
to C-2. (c) Devia t ion ,  in degrees ,  o f  ¢p and  ~. The  pa t te rns  o f  
errors in ~p are very s imilar  to those for  ~b. The  figure shows the 
deviat ion in ei ther  ~p or ~, whichever  is greater ,  as a funct ion  
o f  res idue n u m b e r  for  the M I N I M  structure  (open  squares)  and  
the C-2 s t ructure  (closed d i amonds ) .  
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In this test case we can easily pinpoint regions 
where the structure is in error because we know the 
final refined structure. However, the crucial question 
is whether one can determine errors in the absence 
of the known structure. There are internal indicators 
of the regions of the structure that are in error. One 
such indicator is the deviation of stereochemistry 
from ideal values. The most useful parameters to 
examine are the softer terms such as the bond angles 
or the torsion angles; the bond lengths are more 
tightly restrained by the energy function, Ech . . . . .  and 
tend to remain close to ideal in all parts of the struc- 
ture. Fig. 4 shows the deviation of the bond angles 
from ideality as a function of residue number for the 
C-2 structure. The regions of large deviation clearly 
correspond to the regions of large error (Fig. 3) and 
the pattern of deviations is quite distinct from that 
seen for the well refined SHS structure (Fig. 4). If 
multiple annealing runs are performed then another 
useful parameter is the deviation between different 
annealed structures; this result is analogous to that 
obtained in NMR structure determinations (Briinger 
et al., 1986). Fig. 4 shows, as a function of residue 
number, the deviations of the A-l, A-2 and A-3 struc- 
tures from the average structure determined by com- 
bining A-l, A-2 and A-3. This plot is very similar to 
that showing the actual errors in the structure (Fig. 
3) and yet was generated with no reference to the 
SHS structure. Plots of the type shown in Fig. 4 allow 
one to identify regions of the molecule that need 
special attention; i.e. when SA refinement is not 

sufficient and manual rebuilding may be required. An 
interesting feature of the deviation curve (Fig. 4) is 
the dip near residue 35 (Cys, in the wrong sequence). 
As mentioned before, the strong density due to the 
sulfur holds this region in place, even when high 
temperatures are used. 

Fig. 5 shows the improvemenl in sidechain structure 
in C-2, over INIT; in some sidechains the improve- 
ments are 2 to 3 A. The situation here is similar to 
that for the backbone. For the bulk of the protein, 
the annealing process results in substantial improve- 
ment in sidechain positions. In regions of large back- 
bone error, however, the annealing tends to introduce 
larger deviations from the SHS structure. For some 
surface sidechains another problem is that the lack 
of ordered water molecules in the model results in 
sidechains moving into solvent density (see below). 

The structural changes brought about by annealing 
are illustrated by two examples. Fig. 6(a) compares 
the structures of residues 27-30 in SHS and INIT. In 
the latter structure the backbone and sidechain posi- 
tions are significantly in error. Fig. 6(b) compares the 
SHS structure with the annealed C-2 structure. The 
ring of Phe 29 has rotated by 90 ° and moved by 3 ~ ,  
almost into register with the SHS structure. The back- 
bone atoms in the two structures are almost superim- 
posable, although the two lysine sidechains still show 
some deviations. Fig. 7 shows a similar comparison 
for residues 95-97. The C-2 structure is again almost 
superimposable with the SHS structure. The C ~ atom 
of Val 96 moves by 3 ~ in this case. 

(del :rees) (~) 

l0  20 

,1 

0.5 

! o 

.~_  .... .:_ . . . . . . .  
30 40 50 60 70 80 90 100 110 

Residue Number  

Fig. 4. Upper thick line: average deviation (in A) of A-l, A-2 and 
A-3 backbone atoms (N, C, C'~), from the average of  A-l, A-2 
and A-3. Middle thick line: deviations of  backbone bond angles 
from ideal values ( C H A R M M ;  Brooks et al., 1983) in the C-1 
structure. The maximum value per residue is computed and 
averaged over the neighboring five residues to obtain a smoothed 
plot. Bottom thin line: deviations of  bond angles from ideality 
in the SHS structure, as before. 

do 

3.5 ,. 

3 

2.5 

2 

1.5 

1 

0'5 l [ !  

-0.5 ..... 

.. ... 

I ....... i ......... ......... ...... 

20 30 40 50 60 70 80 90 100 110- .... 

Residue Nmnber  

Fig. 5. Average improvement in sidechain structure for C-1 over 
INIT. (d~-  d2) is plotted, where d~ is the deviation between an 
atom in INIT and an atom in SHS and d 2 is the deviation 
between C-2 and SHS. A positive value implies that the structure 
improved in C-2. For this comparison the sidechains of Asp, 
Glu, Asn, Gin, Arg, His, Thr, Tyr, Phe, Leu and Val were 
considered to be symmetrical beyond the branch point. 
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The region of sequence error is examined next, in 
Fig. 8, which shows how the error results in the 
residues being misaligned. Annealing does not 
improve the structure and merely brings the sulfur 
atom of Cys 34 (wrong sequence) closer to the posi- 
tion of S ~ of Cys 35 in SHS (Fig. 8b). Finally, the 
structure resulting from run B-5 is shown in Fig. 8(c). 
In this run, residues 33-40 were allowed to move 
without reference to the X-ray term in the high- 
temperature stage of the dynamics; consequently, the 
loop structure changes considerably. After the high- 
temperature stage, the X-ray term was turned back 
on for these residues, but it only succeeded in locking 
them into a wrong conformation. The sidechain of 
Phe 33 leaves its correct position and moves into the 
unoccupied density of Asp 34 (correct sequence). In 
a domino effect, the sidechain of Tyr 8 (not shown 
in figure) moves in to fill the now vacant density of 
Phe 33. The other residues of the A-B loop are also 

Phe 29 

/ 

~ le 28 

" ~ L y s  30 

(a) 

Phe 29 ~ 1  Ile 28 

'* ~ y s  30 

(b) 

in wrong positions. This is a case where the power 
of high-temperature molecular dynamics to move 
sidechains results in damage to parts of the structure 
that were initially correct. Such possibilities provide 
a note of caution; the more powerful a method, the 
more care must be used in its application. 

3.3. Ordered solvent molecules 

In the early stages of the refinement of a protein 
structure the ordered solvent molecules are not 
usually placed. This poses a problem for the SA 
refinement method. We have experimented with simu- 
lated annealing runs starting from a well refined struc- 
ture of ribonuclease-A where solvent molecules were 
included. We find that unless the solvent molecules 
are constrained to remain near their original posi- 
tions, the elevated kinetic energies of these simula- 
tions cause them to wander irreversibly out of the 
electron density (Kuriyan, unpublished). The appli- 
cation of constraints on water positions is problem- 
atic; if the initial electron density maps are noisy (as 
is the case here), the water positions are often poorly 
identified. However, if the more tightly bound solvent 
molecules are not included in the model, the SA 

Val 96 
Asn 95 

Asp 97 ¢ ~  

(a) 

Va196 
Asn 95 

Asp 97 

(b) 

Fig. 6. Residues 27-30. Thick line in both figures: SHS. Thin line: Fig. 7. Residues 95-97. Thick line in both figures: SHS. Thin line: 
INIT in (a) and C-2 in (b). INIT in (a) and C-2 in (b). 
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refinement moves many poorly built surface sidechain 
atoms into density associated with solvent. 

In the test refinements reported here we did not 
include any solvent atoms. The INIT structure has 
ten sidechains that are in (or very close to) density 
that was later identified by Sheriff et al. (1987) as due 
to bound solvent (Table 1). Some of the errors intro- 
duced are localized, such as the terminal atoms of 
lysine sidechains falling into solvent density, but for 
others the misinterpretation of the solvent structure 
results in large backbone errors as well. For example, 
in INIT, Tyr 18 was wrongly built into density later 
associated with a sulfate ion. This error in the INIT 
structure is not corrected in any of the annealed 
structures; the strong electron density due to the 
sulfur and the four oxygen atoms provides too deep 
a local minimum even for the high-temperature 
dynamics. Some of the errors are corrected after the 

SA refinement, but on the whole more sidechains are 
trapped in water positions, with 17 sidechains now 
having some atoms in positions identified as solvent 
sites in the SHS structure (Table 1). The errors in the 
positions of most sidechains are actually decreased; 
an interesting example is that of Phe 17. The INIT 
structure has this sidechain placed about 14 A from 
its position in the SHS structure (Table 1). The 
annealing moves the sidechain towards the correct 
position, reducing the error in the phenyl ring to 
about 7 A, but it gets trapped in density belonging 
to a four-water-molecule cluster, from which it does 
not escape (Table 1). 

Most, but not all, sidechains that become trapped 
in solvent density during the simulated annealing 
have large errors in the INIT structure (see Table 1). 
Most have errors that are larger than 3 A and more 
than half of them have at least one atom that is 

, ~  Cys 34* 

Phe 33" 1--- .:< / ~Asp 34 

:~; I ~ l  'Phe33 

C y s  

34* 

s 35 

P AX~X Phe 33" 

Phe33 Asp 34 

(c) 

Cys 35 

/' 

Phe 33" z ' Asp 34 

~% :~'~'~ ~ / /  I'he 33 

(b) 

Fig. 8. Residues 33-35. Thick line in all three figures is from the 
SHS structure. (a) Thin line: INIT structure. Note that INIT 
does not have any sidechain positioned corresponding to Asp 
34 in SHS. (b) Thin line: C-2 structure. Note that the positioning 
of residue 34 is not corrected. (c) Thin line: B-5 structure. 
Residues 33-40 were not included in the structure-factor calcula- 
tion during the high-temperature molecular dynamics stage but 
were reintroduced into the calculation during the cooling and 
minimization stages. Note that the sidechain of  Phe 33 has moved 
into the position of  Asp 34. 
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Table 1. Details o f  residues in the I N I T  and C-1 structures that have one or more atoms overlapping a solvent 
molecule in the S H S  structure 

T h e  n u m b e r s  in  t he  s e c o n d  a n d  t h i r d  c o l u m n s  a r e  t he  r e s i d u e  i den t i f i e r s  fo r  w a t e r  m o l e c u l e s  ( a n d  o n e  s u l f a t e  i o n )  in  t h e  s t r u c t u r e  
d e p o s i t e d  in  t h e  P r o t e i n  D a t a  B a n k  b y  Sher i f f  et al. (1987)  t h a t  a r e  w i t h i n  1.5/~, o f  a n  a t o m  in t he  s i d e c h a i n  o f  t h e  s p e c i f i e d  r e s i d u e .  
T h e  las t  t w o  c o l u m n s  g ives  t he  d e v i a t i o n  ( in  ~,) b e t w e e n  a r e f e r e n c e  a t o m  in t h e  s i d e c h a i n  ( f o u r t h  c o l u m n )  in t he  I N I T  a n d  C-1 
s t r u c t u r e s  f r o m  t h e  S H S  s t ruc tu r e .  T h e  r e f e r e n c e  a t o m  is t he  o u t e r m o s t  a t o m  fo r  u n b r a n c h e d  a n d  a r o m a t i c  s i d e c h a i n s  a n d  is t he  

o u t e r m o s t  a t o m  b e f o r e  the  b r a n c h  fo r  t he  o the r s .  

Reference 
Residue INIT C-1 atom Error in INIT Error in 
Asp 3 155,284 - -  CG 6-4 2" 1 
Tyr 8 126, 143 143, 179 OH 10.0 10.9 
Val 9 - -  135 CB 4.1 3.8 
Trp 10 122 122 CZ3 3.6 5-4 
Glu 12 - -  186 CD 11-0 11.2 
Arg 15 - -  218 CZ 0.6 0.4 
Phe 17 - -  127, 136, 156, 254 CZ 14.4 7.5 
Tyr 18 Sulfate-138,312 Sulfate-138,312 OH 10.0 9.8 
Gin 20 297 147,297 CD 3.0 3.3 
Glu 23 - -  210 CD 1.1 0.3 
Arg 37 - -  148, 177 CZ 6.3 6.6 
Ser 40 - -  160 OG 6"9 4.7 
Asn 43 121 121 CG 3.3 2.8 
Va171 137 - -  CB 2.7 0.2 
Lys 75 - -  294 NZ 4-4 3.3 
Asp 79 217, 196 - -  CG 4.2 0.2 
Lys 78 188 - -  NZ 6.0 2.0 
Leu 81 300 - -  CG 3-8 0.5 
Lys 94 - -  256 NZ 5.9 5.3 
Lys 100 - -  241 NZ 3.2 4.1 
Phe 112 - -  272 CZ 2.1 8.2 
Lys 117 - -  182 NZ 4.8 4.8 

C-1 

wrongly placed by more than 4 A in the INIT struc- 
ture. In all cases but one the SA refinement results 
in comparable or lower errors than the INIT structure 
for these residues. The exception is Phe 112, which 
has been moved from an essentially correct conforma- 
tion in INIT into solvent density (C-2), resulting in 
errors of about 8 A in the sidechain. 

3.4. Electron density maps 

One very promising result of the SA refinement is 
that electron density maps computed using the refined 
structures are easier to interpret, even when there 
remain significant local errors, as in the present 
case. This is not surprising because the substantial 
improvement in the model is expected to reduce the 
noise in these maps. Fig. 9 shows electron density for 
residues 34-35, calculated using INIT (Fig. 9a)  and 
C-2 (Fig. 9b) as the models for the phase information. 
As shown in Fig. 8, one problem in this region for 
both models is that no sidechain has been placed in 
the position of Asp 34 (correct sequence). The INIT 
map in fact shows no density for this sidechain. 
However, in the C-2 map, even though this sidechain 
is positioned elsewhere in the model, the density 
clearly shows a feature corresponding to the correct 
placement of the Asp sidechain. This feature shows 
up in the C-2 map even though the wrong structure 
in this region was included in the calculation of F¢. 
The prospects for rebuilding this region are therefore 
significantly improved. 

4. Concluding remarks 

In this paper we provide a realistic test of X-ray 
refinement by simulated annealing, in that we begin 
with a crude initial model obtained from experimental 
X-ray data and compare the annealed structures with 
a well refined model. The results of these test 
refinements are very encouraging since they demon- 
strate that SA refinement, without any manual inter- 
vention, is able to correct errors of 2-4/~  in backbone 
positions. This clearly saves a great deal of human 
effort, albeit at a non-negligible cost ofsupercomputer  
time. In regions of the protein where mistakes in the 
chain tracing have led to larger errors (3-5 ~ in 
backbone positions and substantially greater in 
sidechain positions), the procedure is not able to 
correct the structure. Even in these regions, SA 
refinement improves the results because the resulting 
electron density maps are less noisy. This implies that 
any required manual rebuilding will be easier, as was 
suggested for MAAT by Briinger (1988a). 

Most of the improvement in the structure occurs 
in a relatively short time (3-4 ps, corresponding to 
less than 30min  on the Cray-XMP) when high- 
temperature dynamics is used and continuing the 
simulations further does not lead to significant 
improvement in the structure. The heating and cool- 
ing protocol could no doubt be improved, but it 
appears that the SA refined model is at a stage where 
it needs to be manually adjusted and water molecules 
added before continuing the refinement. This suggests 
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Fig. 9. Electron density from (2lFIo-IFIc) exp(ia,.) maps. The 
model used to calculate Fc is INIT in (a), C-2 in (b) and SHS 
in (c). In all three figures the thick lines represent the SHS 
structure while the thin lines represent INIT in (a) and A-3 in 
(b). Electron density features corresponding to the Asp34 
sidechain clearly show up in the map using C-2 for the phasing 
model (b), even though this structure does not have this residue 
in the correct position. Maps calculated using the MINIM struc- 
ture (a) do not show these features. 

that the SA methodology in its present form is most 
effective for structures of intermediate accuracy with 
errors in,the atomic positions on the order of 2-3 A. 
For starting structures of significantly better quality 
than the INIT structure, the benefits of using the SA 
refinement over conventional refinement is less clear. 
The critical factors in these cases will probably be 
the modelling of the solvent and relatively fine adjust- 
ments to the structure. For these purposes an extended 
version of the SA algorithm including explicit treat- 
ment of solvent is required. 

In spite of the success of the SA methodology, the 
importance of manual examination of the electron 
density maps at various stages of the refinement can- 
not be overemphasized. This is essential for the place- 
ment of surface sidechains and solvent molecules and 
for checking regions of the protein where the high- 
temperature dynamics leads to large excursions. Such 
large changes can take the structure from one wrong 
local minimum to another wrong, and perhaps 
deeper, local minimum. 

The present results when combined with those 
already published (Briinger et al., 1987, 1989; 
Briinger, 1988a) make clear that SA refinement is a 
powerful addition to the arsenal of macromolecular 
crystallographers. It is hoped (expected even) that, 
with its widespread use, improvements will be intro- 
duced which will extend its range of applicability and 
lead to further reduction in the time required for the 
refinement process. 
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Abstract 

A lat t ice-dynamical  calculat ion of  thermal  parameters  
is per formed for naph tha lene  and anthracene in the 
external Born-von  K a r m a n  formal ism using 6-exp 
potential  funct ions and electrostatic interactions in 
the form of  an atomic point-charge model.  Phonon 
dispersion curves and density-of-states funct ions are 
calculated with and without  charges. In general,  the 
effect of  the Cou lombic  forces is small  and sensibly 
affects optical branches  l inked to the Bu mode in both 
compounds ,  improving the agreement  with the 
exper imental  data. The effect on thermal  parameters  
is roughly opposi te  to that of  molecular  non-rigidity.  

Introduction 

The calculat ion of  crystal lographic thermal  param- 
eters based on a knowledge of  the crystal structure 
and the intera tomic forces has been considered an 
interesting subject because it constitutes an indepen-  
dent test of  the thermal  parameters  obta ined from 
crystal structure analysis  as well as of  the proposed 
interatomic force model.  In many  cases, the 
hypothesis  of  a rigid molecule  and 6-exp semiem- 
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pirical potentials  has been found to be successful.  
Most cases where such calculat ions have been per- 
formed concern molecules  where Coulombic  effects 
are not impor tant  (Fi l ippini ,  Gramacciol i ,  Simonet ta  
& Suffritti, 1973, 1976, 1978). 

Recently, an extension of  the method has been 
made  by taking into account  the effects of  molecular  
non-rigidity. For a ' r igid '  molecule,  the contr ibut ion 
of  in t ramolecular  modes  (though little popula ted)  
added to the external ones gives rise to a small  
increase of  the calculated parameters  (Gramacciol i ,  
Fi l ippini  & Simonetta,  1982) especially for per ipheral  
atoms. On the other hand,  the coupl ing of  external 
modes with in t ramolecular  degrees of  f reedom pro- 
duces a re laxat ion of  lattice frequencies (Pawley & 
Cyvin, 1970); consequent ly,  a rise of  thermal  param- 
eters is observed which is comparable  to the separate 
contr ibut ion of  internal  modes  (Gramacciol i  & Filip- 
pini,  1983). For all these cases and for others where 
non-rigidity is beyond  question,  the normal  coordin- 
ates of  the isolated molecule  have been taken as a 
basis for the crystal calculat ions (Bonadeo & Burgos, 
1982; Fi l ippini ,  Simonet ta  & Gramacciol i ,  1984; 
Gramacciol i  & Fi l ippini ,  1985; Fi l ippini  1985; Filip- 
pini  & Gramacciol i ,  1986). 
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